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Following the pandemic, technology was inevitably incorporated into foreign language
classrooms, which resulted in significant modifications to the way English is taught to non-
native speakers. In particular, practitioners use a range of tools for various purposes when
evaluating the written texts produced by L2 learners. The aim of the current study is to
investigate whether written feedback generated via one of such tools, namely ChatGPT, could
be used to foster L2 writing skill development and to figure out what L2 English learners
consider about receiving feedback from ChatGPT instead of a human rater. For the purposes of
this research, an embedded mixed design was administered to 46 participants who were
recruited via a convenient sampling procedure. Five data collection tools, including a
demographic form, an English proficiency test, pre and post writing proficiency tests, a semi-
structured focus group interview, and an adapted questionnaire, were utilized to collect both
quantitative and qualitative data. Throughout the intervention, participants received feedback
for their essays without knowing the source of feedback. Thus, by employing several prompts
prior to the study, feedback generated by Al was made indistinguishable from human.
Meticulous analyses revealed that ChatGPT had positive impacts on L2 writing proficiency,
whereas participants’ perceptions as to the integration of it into assessment were divergent.
Despite the fact that they haven’t distinguished between ChatGPT and human rater feedback in
many areas, like clarity and engagement, L2 English learners ultimately prefer human rater
judgments due to motivational concerns and perceptions regarding the necessity and efficacy of

the latter.
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One of the many definitions of technology-
enhanced teaching is the integration of technology
into education to facilitate the education process.
Even though there are arguments about what
exactly the definition entails (Kirkwood & Price,
2013), there is a consensus that it aims to improve
learning outcomes. With the use of a number of
instruments such as radios and audio devices,
English Language Teaching (henceforth ELT) is no
exception to this. In line with the advancement in
technology, ELT methodologies kept evolving by
making use of every piece of recent technology
available to meet the needs of the learners.

With the realization of the potential computers
offered these older methods have lost popularity
and replaced with computers. This led to the
emergence of Computer Assisted Language
Teaching (CALL), which started in the 1960s and
went through multiple stages such as behavioristic
CALL, communicative CALL, and Integrative
CALL (Warschauer & Healey, 1998). Behavioristic
CALL started in the 1960s and focused on drills.
Communicative CALL emerged in the late 1970s
and early 1980s with the belief that the focus should
be on the use of forms rather than the forms
themselves. Finally, in the late 1980s and early
1990s, Integrative CALL emerged with an aim to
integrate different skills through multimedia
networks and technology into language learning
(Warschauer & Healey, 1998).

Thanks to the widespread of the internet, and the
increasing power of computers, further
advancements took place not long after. Computers
were not the only technological devices with
increasing power. Mobile devices such as phones
and tablets, thanks to new technological
developments became more powerful; thus, they
became on par with computers in terms of what you
could do with them. This development led to
Mobile Assisted Language Learning (MALL). As
the name suggests, MALL wutilizes mobile
technologies for language learning, which makes it
possible for learners to learn in their own time and
pace, outside of the traditional classroom settings
(Viberg et al., 2020). Likewise, Intelligent CALL
(ICALL), appeared in the 1990s, which employs
artificial intelligence (Gamper & Knapp, 2002).

ICALL can adapt materials to meet the learners’
needs, increase interaction and offers a more
personalized learning experience (Schulze & Heift,
2013). Especially in the post pandemic era, a number
of artificial intelligence generated tools have
become an indispensable part of foreign language
learning practices including writing. Given the
nascent stage of these applications and their in-class
reflections, a more thorough examination is
necessary to discern their relative merits and
demerits in supporting foreign language
instruction.

2. Literature Review

One of the foreign language skills that benefit from
these advancements in technology is writing.
Writing is a productive skill which has been
scrutinized from various perspectives and, yet,
poses a great challenge for acquirers. In particular,
the field of second language (henceforth L2) writing
has been dominated by four main theories;
contrastive rhetoric, genre theories,
models of composing and socio-cultural theory
(Cumming, 2016, p. 65). Among these, socio-
cultural theory, which suggests that one-to one
interaction with instructor or collaborative writing,
is essential to improve writing skills has dominated
EFL writing predominantly (Cumming, 2016, p. 82).

cognitive

2.1. Assessing Writing

These theories have also altered the writing
assessment.  Although  both analytic and
holistic/impressionistic scoring procedures have
been utilized for a variety of purposes in assessing
L2 writing, feedback within social constructivist
framework plays a crucial role (Biber et al., 2011;
Hyland & Hyland, 2006). Feedback can be direct or
indirect. It can address a particular type of error or
does not directly address it. It can be oral or written.
In the lens of social constructivism, feedback can be
given by peers or by the instructor as what is
important is the interaction with feedback, the
source. Learners should have a chance to interact
with feedback and reach an understanding.
However, both peer and instructor feedback have
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constraints. As for peer feedback, the feedback peer
provides may not be perceived as on par with the
feedback an instructor would provide as learners
view instructors as the more knowledgeable one
(Tsui & Ng, 2000). Peers’ feelings towards each
other may also affect the feedback positively or
negatively (Saito & Fujita, 2004). Lastly, peers
mostly focus on the product and sentence level
errors, rather than process (Storch, 2005). As for
instructor feedback, providing feedback to every
single learner in the classroom is quite time-
consuming.

Regardless of the type of feedback given, giving
feedback creates a burden on instructors and drains
valuable class time, especially in crowded
classrooms. That's where technology comes to aid.
The first attempts to use technology to assess
writing skills began in the 1960s with Project Essay
Grade (PEG) (Warschauer & Grimes, 2008). This
tool was trained on essays graded by human raters,
and it would compare the essays to those it was
trained on. Designed to help instructors with
scoring high-stakes exams (Allen et al., 2016, p. 317),
for example, Automated Essay Scoring (henceforth
AES) tools are being used for TOEFL and GMAT
(Stevenson, 2016). These tools mainly use the essays
they were trained on to rate other essays. The main
point of AES tools is to reliably score essays, thus
reducing the workload for human raters and
reliability of these tools has been proven by
previous research (Shermis, 2014). Some of the
known AES tools are e-rater by Educational Testing
Service, IntelliMetric by Vantage Learning, and
Intelligent Essay Assessor by Pearson.

2.2. Automated Writing Evaluation Tools and ChatGPT

Automated Writing Evaluation (henceforth
AWE) tools, similar to AES tools, have a scoring
engine. However, they also provide formative
feedback to students and let them practice as much
as needed, thus increasing learner autonomy
(Grimes & Warschauer, 2010) and saving time for
the instructors (Allen et al., 2016). The use of these
resources in classrooms has increased as a result of
these alternatives (Li et al., 2015), and helped
learners to develop writing skills (Allen et al., 2016;

Stevenson, 2016). These tools have proven to be
helpful, especially at initial stages of writing, mostly
with grammar errors (Chen & Cheng, 2008; Li et al.,
2015). A study conducted in China with PigAi (an
AWE tool developed in China) revealed that
students found AWE tool useful as it provided them
feedback on grammar (Huang & Renandya, 2020).

It is worth noting even though AES tools were
designed to help with scoring and AWE tools
designed to provide feedback on various aspects of
essays, the distinction between them is getting
blurry as AES tools start to offer feedback and AWE
tools offer essay scoring. One example of this
overlap would be Grammarly. It offers feedback on
the content and form of the writing in addition to its
scoring engine which scores the text. Therefore,
from now on, we will use AWE to refer to
automated tools which aim at providing both
feedback and score for written texts.

The use of AWE tools offers some advantages.
One possible advantage of using AWE tools is that
it saves time for the teachers. In her literature review
Stevenson (2016) found that the most common
reason to use AWE tools was to save time. The time
was saved thanks to the help AWE tools offer on
sentence level (grammar, punctuation and spelling).
The basic feedback these tools offer is appreciated
by students with low proficiency levels. One of
students who used PigAi in Huang and Renandya’s
study (2020) stated that PigAi could point out the
basic grammar errors thus he could avoid repeating
them. Another benefit of using AWE seems to be
that the time these tools save can be used by teachers
to focus on other aspects of L2 writing. In a writing
course, students used Criterion, and instructors of
the course reported that the use of Criterion offered
instant feedback and helped students with sentence
level errors, which, allowed them to focus on bigger
issues like thesis argument development (Schroeder
et al., 2008). Last but not least, the AWE tools foster
learner autonomy by making it possible for students
to practice writing and receive feedback (Allen et al.,
p- 320).

There are also some criticisms for the use of AWE
tools. One of the criticisms is that these tools are not
suitable for English language learners as the
developers of these tools trained these tools using
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data from native speakers of the language
(Warschauer & Ware, 2006), which means the errors
these tools detect and the feedback these tools give
may not be suitable for non-native speakers of
English. What type of errors these tools detect is
another problem as these tools are tuned to detect
certain types of errors (McNamara et al., 2015)
which leads to overlook of the other types of errors.
These tools can also be tricked by writing in a certain
way which resembles the essays the machine was
trained on to get higher scores (Herrington &
Moran, 2012; Powers et al., 2001) or in some cases
these tools may fail to score essays. One such case
was exemplified by Liu and Kunnan's study (2016)
which tested how Writetolearn would perform
compared to human raters. After Writetolearn
failed to score some essays, they contacted the
developers and learned that if the essay is not
similar enough to the ones Writetolearn was trained
on, the tool fails to score it. This raises questions
such as if it is worth using these tools in non-native
classroom settings.

Another issue with the use of AWE tools is that
most of the existing research on these tools is either
directly conducted or funded by the developers
themselves (Liu & Kunnan, 2016; Stevenson, 2016;
Chen & Cheng, 2008). The generic feedback
provided by these tools does not consider
individual differences and needs (Warschauer &
Grimes, 2008). Harrington and Moran (2001) took a
closer look at AWE tools from a different
perspective which is still relevant. They claimed that
we write to influence the readers, and writing to a
machine would desensitize us as we would know
there is no human being reading our writings. They
stated that testing 4000 students using AWE tools
would cost them 3,900,000 including the
infrastructure, which was half the salary budget of
their faculty. The last point they made was although
these tools were marketed as a means to lighten the
burden of the instructors, they would only make
sure the problem of overcrowded classrooms
persisted.

In light of the above discussion, we recognize
several potential advantages of ChatGPT over
traditional AWE tools, prompting us to explore its
use as an AWE tool. Unlike traditional AWE

systems, ChatGPT is designed to generate human-
like text. Its training on a diverse range of sources,
including data created by human trainers and
publicly available internet data, might give it some
advantages. Firstly, this diverse training potentially
makes ChatGPT better at detecting social, cultural
and contextual aspects of the written products,
which is a limitation often observed in AWE tools
(Vojak et al., 2011). The second advantage is the
clarity of the feedback it will provide, as it is
designed to generate human-like text, the feedback
it will provide should be clearer, in theory, at least.
The last reason we decided to use ChatGPT is the
interaction. Unlike the AWE tools, one can interact
with the feedback given by ChatGPT and ask to
clarify it or even ask it to focus on any aspect of the
writing to assess. In a recent study, Tsai et al. (2024)
demonstrated that the use of ChatGPT to revise
English compositions had positive impacts on EFL
learners’ vocabulary, grammar, and organization of
their text development. Adding ChatGPT’s ability
to remember the previous conversations and form
its answers accordingly takes interaction to a whole
new level which is never seen before in any AWE
tool. One last advantage ChatGPT has over the
AWE tools is that unlike most of these tools, it, at
least the 3.5 version, does not require any kind of
payment or subscription to use.

When we look at ChatGPT through the lens of
social constructivism, we see it could have
advantages over other forms of feedback. The
feedback it provides can focus on what is asked,
which makes it a better alternative than peer
feedback in terms of knowledge. It has no feelings,
which is another benefit compared to peer feedback.
There is also interaction with the feedback by asking
questions, which lowers the workload of
instructors. In conclusion, implementing ChatGPT
into the classroom might enhance the L2 writing
process by giving learners meaningful feedback
they can interact with, and giving instructors the
time which they can use to focus on other aspects of
L2 writing (Straume & Anson, 2022).

Concerns related to originality and reliability of
ChatGPT in its use for educational purposes
overshadows its advantages (Rudolph et al., 2023).
Yet, a meticulous scrutiny is required to detect
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where and how to integrate ChaptGPT in education
settings. We aim to address this by integrating
ChatGPT into a EFL writing classroom setting for a
semester. Stevenson (2016) observed that AWE tools
are often seen as sophisticated editing tools rather
than tools designed to enhance students' overall
writing capabilities. Through our study, we aim to
investigate whether ChatGPT can serve as a tool to
assist English language learners in refining their
overall writing skills and EFL teachers in assessing
and scoring writing. Taking these into
consideration, we aim to answer the following
research questions:

1-  Does feedback either from human rater or
ChapGPT have any effects on L2 writing
proficiency?

2-  What do EFL students think about receiving
feedback for their essays from ChatGPT?

3. Methodology
3.1. Research Design

In line with the research questions a mixed
method design is employed. Specifically, an
embedded experimental design has been conducted
since it allows “to enhance a quantitative
experimental study by including a secondary
qualitative component to explore the procedures or
process of the experiment” (Clark & Creswell, 2014,
p- 391). In this design both quantitative and
qualitative means have been utilized subsequently
to triangulate data. Moreover, participants have
been classified as control and experimental groups.
The control group received feedback from human
raters while the other received it from ChatGPT. In
order not to bias data participants have not been
informed about the source of their feedback until
the end of the study.

3.2. Setting and Participants

The study was conducted at a state university in
Istanbul. 46 participants were recruited via a
convenient sampling procedure. Participants were
all freshmen students who enrolled in English
Language Teaching program and were all taking

Writing course. They were divided into two groups
as control and experimental ones randomly. Their
English proficiency was accepted as C1 according to
CEFR scheme and to ensure their proficiency level
Oxford Quick Placement Test was administered.
The study was lasted for ten weeks from February
to June in 2023. After receiving approval from the
Institutional Review Board with an issue number
2023.06 written consents were obtained from the
participants by informing them that identities
would be kept anonymous to ensure privacy.

3.3. Procedure

As a result of the earthquake that occurred in
February in Tiirkiye, the Higher Education
Institutions switched to online education. Hence,
we decided to use the combination of Google Forms,
Google Classroom and Zoom to conduct the study.
We used Google Forms to create the assignments, as
it has timestamp function which could help us see
when the participants had started working on the
assignments. It was used to make sure they would
not go beyond the time limit or complete
assignments at a different time (i.e. Google
Classroom to share the assignment links as
assignments and to give feedback to their works as
private comments). Participants were using Zoom
to connect to Writing class. Hence, researchers used
Zoom to communicate with them at the end of their
Writing class and shared the link on the Google
classroom, which they had already joined, and they
would start working on the task.

Participants completed the English Proficiency
Test and Demographic Form in the second week of
the term. The following week, the pre-test for
writing proficiency was administered. Then, till the
end of the semester, participants in both groups
followed the same syllabus producing three
different types of essays such as cause and effect,
process or argumentative. Topics ranged from
technology and education to social media.
Participants were required to write at least 250
words about the topic in 40 minutes during the
class. For each essay, they received feedback and
prepared the final draft without knowing the source
of feedback. The same rubric that was used to score
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participants” writing proficiency was employed as
the basis for feedback provided to participants in
both groups. The rubric was prepared in line with
the course objectives and five criteria were
determined: Introduction and Thesis; Organization
and Structure; Evidence and Support; Grammar,
Spelling and Mechanics; Conclusion and Overall
Impressions. Analytic scoring was believed to make
both types of feedback look like more similar than
different since raters (both ChatGPT and HRs) are
restricted to most commonly preferred criteria
(Brown, 2004; Huges, 2020).

More specifically, researchers instructed
ChatGPT to give feedback to the uploaded materials
by sticking to the pre-determined rubric. Thus,
ChatGPT group received written feedback for each
subcategory specified in the rubric meanwhile
human rater (HR) group received the feedback in
form of a table which included the same five
categories along with written feedback. In order not
to bias the scoring procedure with holistic and
impressionistic assessment under two distinct
conditions one being ChaptGPT while the other HR,
analytic scoring procedure was selected. Scoring of
all the essays done by the two researchers. To ensure
the rater reliability, researchers, after designing the
rubric scored a couple of essays and agreed upon
the details. Whenever they gave different scores to
one of the five criteria, the average of the two scores
was given as the final score for that criterion.

At the end of the first task, participants who
submitted the assignment were divided into two
groups randomly. The first group received feedback
from ChatGPT, which was unbeknownst to them.
They received written feedback, which was actually
provided by asking ChatGPT to provide feedback to
their writings based on five criteria and use a tone
which would resemble a teacher sending feedback
to his/her student’s writing. Before the exact prompt
we used, the researchers asked ChatGPT which
prompt to use. Here is the prompt used to get
written feedback:

Researcher A: 1 want you to give feedback to

essays which will be provided by me. What

prompt should I use to get the best results?

ChatGPT: To get the best results when asking for
feedback on essays, you can use the following
prompt format:

“Please provide feedback on the following essay

on [topic]. Here is the text: [Insert essay here]

Please address your feedback as if you are

directly communicating with the student.

Replace [topic] with the subject of the essay, and

[Insert essay here] with the full text of the essay

you would like to receive feedback on. This

format will help provide context and ensure that
the Al understands your request clearly.”

Researcher A: Please provide feedback on the

following essay on [topic] by using the following

criteria: 1. Introduction and Thesis Statement 2.

Organization and Structure 3. Evidence and

Support 4. Grammar, Spelling, and Mechanics 5.

Conclusion and Overall Impression. Here is the

text: [Insert essay here]

The same prompt was copied and pasted for
each essay being evaluated. Responses provided by
ChatGPT were downloaded as they were in order
not to interfere with the original content generated
by Al Hence, participants received GPT feedback
copied and pasted on a word document without
knowing that it was taken from GPT. HR feedback
was also provided in the same format on a word
document to mask the source of the feedback.

Both groups received written feedback three
times in total. The week after the posttest for writing
proficiency (12th week) a focus group interview was
conducted, in which students were informed about
the true source of the feedback they had been
receiving throughout the semester. During the focus
group interview they were asked about their
opinions on the feedback ChatGPT provided and
their opinions on the use of ChatGPT as a feedback
source in addition to several other questions.
Finally, they were required to fill out a
questionnaire that targets their perception of
written feedback that they had received.

The Table 1 below provides a brief summary of
data collection procedure and intervention.
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Table 1
A Synopsis of Data Collection
Order Data Collection Tools Time
1. Demographic Form 2nd week
2. English Proficiency Test 2nd week
3.A) Pre Writing Proficiency Test 3rd week
a. Summarizing Information
b. A Free Writing Task: Argumentation
Intervention: In-class Tasks and Written Feedback 4t — 11t
a. Cause and Effect: First Draft — Feedback — Final Draft weeks
b. Process: First Draft — Feedback — Final Draft
c. Argumentative: First Draft - Feedback — Final Draft
3.B) Post Writing Proficiency Test 11% week
a. Summarizing Information
b. A Free Writing Task: Argumentation
Participants were informed that some received feedback from ChapGPT 11t week
4. Semi-structured Focus Group Interviews 12th week
5. 5-point Likert Scale Questionnaire Adapted from (Huang & Renandya, 2020) 12t week

3.3. Data collection tools

For the purposes of this study five data collection
tools were administered. The first one was the
Demographic Form which was used to elicit
detailed information as to participants’ language
background, computer literacy skills, etc. The
second tool was the Oxford Quick Placement test
which was used to test participants’ English
proficiency level. This plays a crucial role since
difference in proficiency might result in
discrepancies in the overall gain of feedback (Lépez
et al., 2017). Since the overall proficiency test was
missing a writing component, another instrument
was utilized.

The third tool was Pre-post writing proficiency
tests which were administered both at the beginning
and at the end of the study to understand whether
the feedback given had any impacts on overall L2
English writing proficiency. Each test involved two
writing tasks. The first one was geared towards
summarizing the information presented via
prompts while the second task was a free writing in
which they argue for or against an idea. They were
scored analytically based on a pre-determined
rubric. Likewise, post writing proficiency was
carried out at the end of the semester. Everything
was just the same as the pre writing proficiency tests
except for the topics. All participants were informed

that some had received feedback from ChatGPT at
the end of the semester.

The fourth instrument was semi-structured
focus group interviews administered at the end of
the study, and the aim was to gain deeper insight
into the participants’ experiences of both human
rater and Al generated feedback for their L2 English
writing performance. Lastly, they were requested to
fill out a questionnaire which was adapted from
Huang and Renandya (2020). It consisted of 16 items
on a 5-point Likert-scale (i.e. 8 for ChatGPT and 8
for human-rater related items). To validate the
reliability of the questionnaire, we ran a reliability
test and got the score of 0.913, which is above the
required threshold of 0.70 for internal consistency
reliability.

4. Results

Out of 46 participants, 12 of them either dropped
out as they did not complete at least one of the given
tasks. Out of the remaining 34 participants, 17 of
them were in the ChatGPT group and 17 were in the
human rater group. In order to answer the first
research question about the probable effects of
ChatGPT originated feedback on L2 writing
scores of pre and post writing
proficiency tests were scrutinized quantitatively on
SPSS 23. To ensure group homogeneity, a Levine
test was conducted and it was found that groups

proficiency,

8
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were homogenous with p value of 0.9362. After
ensuring the homogeneity of the groups, we
proceeded with paired sample t-tests to see whether
the feedback provided by ChatGPT had led to any
improvements.

Prior to the intervention, participants of the
human rater group functioning as the control group
had a mean score of M=83.7647, SD= 10.43749, and
after the intervention M= 87.0588, SD= 7.28415. A
paired sample t-test revealed there was no
significant difference between two time periods
t(16)= -.964, p=349, 95% CI [56, 96]. Although the
effect size was medium (d=712), it was not
statistically significant, implying any observed
differences in the control group’s scores may be due
to chance.

Likewise, for ChatGPT group a paired samples t-
test was run. The results signaled a significant
difference t(16)=-2.266, p=.038, 95% CI [72, 100]. Test
mean scores for pre and post tests were M=81.4118,
SD=10.57745 and M=85.1765, SD= 9.97644
respectively. The effect size was medium (d=.0549).
Thus, the intervention, namely the feedback
provided by ChatGPT resulted in a statistically
significant difference on experimental group’s L2
writing performance.

In brief, the quantitative findings demonstrated

that human raters and ChatGPT originated
feedback might have divergent impacts on L2
writing proficiency. To triangulate evidence,
qualitative data were collected via focus group
interviews a week after the post test.
The recordings of interviews were transcribed
verbatim and thematic analysis was conducted as it
is suitable for identifying, analyzing and describing
patterns in a dataset (Braun & Clarke, 2006). Intra-
rater reliability was sustained by multiple readings
of the raw data. An important discovery was that all
participants believed the source of all feedback was
the researchers, revealing how ChatGPT was good
at imitating human-like written feedback. Detailed
thematic analysis revealed some distinct patterns,
pointing strengths and limitations of each source of
feedback. In particular, three arguments prevailed
the thematic analysis: affect, perceived value of
feedback, preferred type of feedback.

Unlike human-raters who read and rate the
essays, ChatGPT has no emotions. The reactions to
the absence of emotions in feedback were mixed.
Some claimed the lack of emotions were rather a
good thing as a human rater may fail to be neutral.
For instance, one of the participants stated:

I might have been offended by a lexical choice of a
human rater but when I receive feedback from
ChatGPT it sounds more objective because it does not
know me, thus I feel less threatened (GPT-2).

On the other hand, some claimed that emotions
are important and indispensable part of
communication, one participant told:

I believe the evaluation of a human is better as both
parties can understand each other’s feelings (HR-1).

This and other comments suggest that

participants have mixed feelings as to the
availability of emotions in feedback and ChatGPT
offers a good alternative for those who prefer
feedback with no reference to emotions.
Another key theme was perceived value of the
feedback. Participants took a more pragmatic
approach, stating ChatGPT offered good feedback
so it could be used as long as it is practical. One
participant said:

If the feedback is useful, the source does not matter
(GPT-4).

Even though participants found the feedback
provided by ChatGPT detailed and adequate to use,
the participants objected to the idea of receiving
feedback from it for prolonged periods of time.
Main reason of this objection was motivation.
Participants stated that getting feedback from
ChatGPT instead of the instructor, would decrease
their motivation as they would start to question
whether it's worth to write. One participant
mentioned:

If the instructor is going to use ChatGPT all the time,
I can ask ChatGPT to write the essays for me. What is
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the point of wasting time if the instructor is not going
to read (HR-8)?

Thus, interacting with the audience as one of the

purposes of writing tasks was missing in AWE
generated feedback. Learners write not only to
improve their writing skills but also to arouse a
feeling and stimulate some sort of a change on the
reader. In brief, participants highlighted that for the
sake of objectivity AWE generated feedback is better
while in the long run they strive for a human
reaction in L2 writing.
When asked about the preferred form of feedback
the participants answered diversely. Some claimed
irrespective of the source (i.e. human rater or AWE)
written feedback is better as it is permanent and
accessible whenever needed. For instance, one of the
participants answered:

I like written feedback more because I know that it
stays there forever and I can use it whenever I want
(HR-6).

On the other hand, those who preferred the oral
feedback claimed that as oral feedback is

Table 2
Results for Perceptions of Feedback on a 5-point Likert Scale

immediate, one can talk about the details and
understand the feedback better:

I prefer oral feedback since I can negotiate the content
of the feedback with the instructor. If I have questions,
I can ask for clarification (HR-4).

Lastly, when asked to rank AWE feedback,
human-rater feedback, and peer feedback, AWE
feedback was always placed in the middle. When
asked about the reason, it is revealed that
participants believed instructors were more
knowledgeable, thus they would provide better
feedback, meanwhile the feedback peers give would
be less stressful but more general. Still, the fact that
none of the participants chose AWE feedback as the
first option indicates that participants favored
human-rater more than AWE tools.

Lastly, the questionnaire that was administered
after revealing the source of feedback was analyzed
quantitatively by calculating means and standard
deviations for each construct. The results are
available in Table 2 below.

Construct Sample Item HR GPT

Mean SD Mean SD
Engagement I can understand feedback in XX 4.35 0.81 4.28 0.6
Perceived XX can enhance my writing performance 4.55 0.99 4.15 1.08
Effectiveness
Clarity The feedback in XX is clear 3.26 0.91 3.4 0.68
Motivational I feel motivated to improve my writing 3.64 1.18 3.85 1.22
Influence skills after receiving feedback in XX
Perceived It is necessary to receive feedback from XX  4.65 1.22 3.15 1.33
Necessity

Participants seem to hold similar beliefs in terms
of engagement and motivational difference between
HR and ChatGPT, and they do not distinguish one
from the other. As for clarity, means for both groups
are comparatively low when compared to other
constructs although there is not much difference
between feedback types. This might result from the
nature of the written feedback that was based on
analytic scoring. As there were predetermined

criteria and the feedback was limited to detailed
explanations on these criteria, participants could
have had difficulties in interpreting the feedback.
On the other hand, constructs targeting
perceptions suggested more diversity for the type of
feedback. In particular, participants rated HR
feedback as more effective than GPT, which
overlaps with the qualitative findings. Furthermore,
the most dramatic discrepancy was observed in
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perceived necessity. This implies that although
participants consider both almost equivalent in
many respects they still accredit HR feedback more
than GPT. Hence, based on the difference in
perceived necessity, it might be concluded that
despite all positive assets of AWE, feedback
participants still posit that written feedback from
human raters is needed.

5. Discussion

This study was guided by two research questions
investing whether AWE generated, namely
ChatGPT, written feedback had any influence on L2
English writing skill development and how L2
English learners perceive the use of ChatGPT in
receiving feedback.

A quick glance at the literature reveals that AWE
feedback is indeed useful (Zhai & Ma, 2023)
especially for grammar (Liao, 2015). It helps
instructors save time and focus on other aspects of
L2 writing (Carvalho et al., 2022). Contrary to many
tools which are deemed to be highly practical in
providing sentential and lexical level feedback, we
wanted ChatGPT to focus on higher order skills
such as organization, style, and tone. A comparison
of the pre-post test scores of the control and
experimental groups reveals that the feedback
provided by ChatGPT, which we used as an
alternative AWE, had positive effects on L2 writing
proficiency. Moreover, non-availability of such
impact in the experimental group suggests that the
content of the feedback matters more than feedback
itself. Although the same analytic rubric was
employed in assessment, detailed content-based
explanations generated by Chat GPT were found to
be superior. Hence, it might be concluded that the
content of the feedback overweighed the
significance of its source in the current study.

In this study, even though both the control and
experimental groups received written feedback
based on the same (i.e. an analytic scoring oriented)
rubric, ChatGPT feedback was more influential in
L2 writing skill development. Although written
feedback is indispensable part of L2 writing it does
not guarantee success in acquiring L2 writing skills.
Thus, practitioners should pay more attention to the

content of the feedback than its type (written vs.
oral) and origin (HR vs. ChatGPT).

Regarding the participant perceptions, the
qualitative data analysis revealed that the feedback
ChatGPT provided was perceived to be useful.
Unlike some of the feedback provided by the other
AWE tools (Li et al., 2015), no one considered the
feedback ChatGPT provided to be generic and
impractical. In addition, one of the problems with
the use of AWE tools is that they offer no social
interaction (Lai, 2010). Even though some
participants considered lack of emotions, which are
typically embedded in the HR feedback, as one of
the fallacies of AWE feedback; others believed that
it makes the feedback sound more objective.
Besides, motivation was found out to be another
significant construct. In particular, the findings
indicated that participants would feel demotivated
if they had received written feedback from ChatGPT
constantly. Participants noted that they want their
progress to be traced by their teachers but not
machines. In a way, the sense of approval appears
to be the driving force behind L2 writing practice
motivating the learners to tailor their L2 writing
skills. Furthermore, HR feedback was not only
perceived to be motivating but also essential and
required for L2 writing skill development.
However, the findings underlined that participants
do not distinguish between two types of feedback in
terms of clarity of the feedback content, perceived
value, and engagement. In brief, it could be
concluded that despite the hesitations related to
motivation and perceived necessity ChatGPT might
be a handful tool in helping the instructors with
their workload by providing meaningful feedback
in L2 writing classes.

6. Conclusion

As stated in the literature review, one of the
downsides of the AWE tools was that they were
designed using the data provided by the native
speakers. ChatGPT, thanks to its source of
information being the whole internet, eliminates
this limitation. Thus, it can detect non-native
mistakes easier, which is something some AWE
tools fail to do. Another plus for the ChatGPT is that
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it can alter the form of the feedback it gives. It can
be asked to give it as if an instructor was e-mailing
the feedback (which is what we did). This alteration
makes it possible for the learners not to dismiss the
feedback immediately as it is tailored for them.
Furthermore, the comparison of two groups in this
study demonstrated that ChatGPT generated
feedback influences L2 writing skill development
positively.

Taking all these pros into consideration,
practitioners might employ AWE tools such as
ChatGPT for the purposes of giving written
feedback in foreign language learning classes.
Besides, participants have not distinguished HR
feedback from ChatGPT in many respects such as
clarity and engagement. Thus, teachers might
employ GPT for initial screening of student essays
by providing clear prompts in line with their
assessment criteria. This will also help them reduce
heavy workload and save time for detailed
evaluation of student essays. However, the
motivational concerns and perceptions as to the
necessity and effectiveness of the latter suggest that
L2 English learners yearn for human rater
judgements in the long run. Therefore, instead of
replacing teachers completely, ChatGPT might be
used to assist EFL teachers in reinforcing L2 writing.
The current study was restricted in terms of genre
(i.e. essay writing), frequency (i.e. three tasks), and
scoring (i.e. an analytic rubric). However, ChatGPT
evolved a lot ever since we conducted the
experiment. Now it offers a creative writing coach
which can give feedback on your writing. Likewise,
ChatGPT editor lets you give ChatGPT certain
instructions to redefine it and then share it with
others, even to those without ChatGPT plus
subscription. It makes it possible for instructors to

train the ChatGPT in the way they wish and share
their version with students so they can share their
writings with ChatGPT and get feedback just like
their instructor would give. Training ChatGPT on
feedback and making students use it would be an
interesting study. Hence, all these new features are
probable areas of research which call a closer
scrutinization as to their integration in teaching
English as a foreign language.
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